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Abstract

A model of the ocean migration of Pacific salmon

Chloe Bracis

Chair of the Supervisory Committee:
Professor James J. Anderson
School of Aquatic and Fisheries Science

Salmon migration on the high seas is poorly understood in comparison with freshwater
migration. This thesis describes a model of the oceanic phase of adult Pacific salmon
homing migration that combines advection by ocean currents with fish swimming
behavior to model trajectories of salmon. The behavior rules are based on possible
responses to components of the earth’s magnetic field, and the ocean currents are
simulated by a numerical ocean model. The model is used to examine spring run
Chinook salmon returning from the high seas to the Columbia River, including the
effects of interannual variability in ocean currents and what variability among stocks
in arrival timing suggests in terms of probable ocean distributions. Examining the pa-
rameter sensitivity, the strength of response to the magnetic field (how directly north
or south a fish swims in response to departures from the home value) is an important
determinant of successfully navigating back to the river mouth from a wide variety
of locations, while the migration initiation date is the key parameter determining the
east—west center of successful starting locations. Comparing potential components
of the magnetic field to use as directional mechanisms, inclination outperforms in-
tensity due to smaller navigational errors from secular variation, more stable isocline
bearings, and less sensitivity to home angle. However, both components succeed in

returning fish to the river mouth from a wide spatial range and are plausible direc-






tional mechanisms. The number of years spent at sea is a predictor of relative arrival
timing. Thus age composition is an important factor in timing at the stock level and
potentially also at the run level. Early stocks have more compact timing than later
stocks, which could be due to a distribution of migration initiation dates with greater

variance for the later stocks.
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Chapter 1

INTRODUCTION

Pacific salmon (Oncorhynchus spp.) are anadromous fish, spawning in freshwater
habitats along the west coast of North America (as well as parts of Asia) and migrating
to sea to grow, before returning to their natal stream to reproduce (Figure 1.1).
Salmon have a complex life cycle that varies between and within species and begins
with embryos developing in gravel in freshwater. In the spring, fry emerge from the
gravel and may go to sea immediately or rear in freshwater habitats ranging from
streams to lakes up to a year or more. Most growth takes place after migration to
the ocean, with residence time ranging from a few months to several years. Salmon
then complete a return migration to their natal stream where they spawn and die.
Although the chemical-cue-based olfactory system salmon use to migrate in freshwater
from the river mouth to their natal site is well understood, there is less experimental
evidence for which sensory mechanisms salmon use for ocean migration (Dittman and
Quinn, 1996). The goal of this thesis is to explore the sensory mechanism used by

adult salmon migrating homeward in the ocean.

The Columbia River is home to most species of Pacific salmonids: Chinook salmon
(0. tshawytscha), chum salmon (O. keta), coho salmon (O. kisutch), sockeye salmon
(O. nerka), and steelhead (O. mykiss). This thesis focuses on Chinook salmon in
particular. Chinook salmon populations are found in the upper and lower Columbia
River, the Willamette River, and the Snake River. Chinook salmon have a varied
life cycle with some populations (“ocean-type”) immediately going to sea the same
year they emerge and others (“stream-type”) rearing in freshwater for one year before

migrating. After spending one to five years at sea, some maturing Chinook salmon
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Figure 1.1: The salmon life cycle. Source: University of Washington Research &
Teaching Hatchery (http://www.fish.washington.edu/hatchery).

populations return early—spring run (February to May) and summer run (June to
July)—and others return later—fall run (August to October), though all are fall
spawners. In general, spring Chinook are stream-type, and fall Chinook are ocean-
type (Quinn, 2005).

The northward flowing Alaska Coastal Current (which may combine with the
Davidson Current) is strongest in the winter and weakest in the summer, and is out
of phase with the southward California Coastal Current. The coastal shelf surface

currents from Point Conception to the Straight of Juan de Fuca flow southward from
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Figure 1.2: Schematic surface circulation of the North Pacific relative to 1000 db (i.e.,
assuming no flow near a depth of 1000 m) showing the Alaska and California Current
systems. (From Hickey and Royer (2001), adapted from Thomson (1981).)

early spring to summer and northward the rest of the year (Hickey and Royer, 2001;
Figures 1.2 and 1.3). Run types of Chinook salmon returning in the spring, summer,
and fall encounter different coastal currents due to intraannual variability. Stream-
type juveniles migrating out to the ocean in the spring encounter rapidly changing
conditions in the ocean. Ocean-type juveniles, on the other hand, may rear for ex-
tended periods in the river and estuary, so they do not necessarily enter the ocean in

the spring.

1.1 Spring Chinook Ocean Distribution

Healey (1983) hypothesized that spring Chinook are distributed mostly beyond the
continental shelf in the open ocean during ocean residence, while fall Chinook have a
more coastal distribution along the continental shelf. Partly supporting this, Sharma

(2009) found that the ocean distribution of interior populations (upper Fraser, upper
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Figure 1.3: Schematic illustrating seasonal variation of large-scale boundary currents
and coastal currents off the west coast of North America. CC, California Current;
DC, Davidson Current; SCC, Southern California Countercurrent; SCE, Southern
California Eddy. (From Hickey and Royer (2001), adapted from Strub and James
(2000).)

Columbia, and Snake) of spring Chinook was primarily oceanic, while coastal and
downriver populations overlapped more with fall Chinook and had a more coastal
ocean distribution. The marine fisheries in the Pacific Northwest are along the con-
tinental shelf and thus catch coastal-oriented fish, while the terminal fishery in the
Columbia River catches both coastal- and ocean-oriented fish. In fact, 100% of re-
coveries for upper Columbia (Leavenworth Hatchery) and Snake River (Dworshak
hatchery) from 1977-2000 brood years were in the terminal fishery (Sharma, 2009).
However, the ocean distribution of interior Columbia River spring Chinook is not so
clear cut. In a mark-recovery study covering two brood years of Columbia River spring
Chinook, Wahle et al. (1981) found recoveries of 48.5% in coastal marine fisheries,
6.4% in terminal fisheries, and 45.1% at hatcheries for Snake River salmon (though
the recoveries for upper Columbia River were 7.4%, 67.8%, and 24.8% respectively).
Using coastwide harvest data from the Pacific States Marine Fisheries Commission,
Waples et al. (2004) found, like Sharma (2009), all interior stream-type (spring-run)

populations range widely offshore, while ocean-type (fall-run) populations tend to



remain on the continental shelf. Additionally, marine distribution patterns appear to
be the most genetically invariant, with more limited evolvability than run timing or
smolt age (Waples et al., 2004). Different recovery patterns of transplant and local
hatchery stocks released at the same location provide further evidence for the genetic
control of marine distribution (Weitkamp, 2010). Even for the lower Columbia Chi-
nook, where the spring run has a more similar ocean distribution to their nearby fall
run counterparts (Waples et al., 2004; Sharma, 2009), only the spring run fish have
been found in the bycatch of the Alaska groundfish fishery in the Bering Sea, Aleutian
Islands, and Gulf of Alaska (NMF'S, 2008). However, finding Columbia River Chinook
in the Bering Sea is a rare occurrence, and they are considered to be generally located

in the Gulf of Alaska, closer to their natal river (NMFS, 2008; Myers et al., 1987).

Where in the open ocean are spring Chinook salmon when starting their home-
ward migration? This thesis seeks to shed some light on that mystery. A better
understanding of the navigational mechanisms salmon employ could clarify the direc-
tion of return as well as the ocean location and date when they begin their return
migration. This could be useful both for a better understanding of the natural his-
tory of the species as well as for management, where predictions of run timing and
size are important. Currently, with only information on arrival timing in the river
available, space and time are confounded. An early distant migration start cannot be
differentiated form a late nearby migration start, as both could arrive in the river on

the same date.

In order to investigate the possible ocean distribution and migration mechanisms,
assuming an offshore rather than a coastal ocean distribution, we can employ a model.
To be informative, the model needs to include both advection by ocean currents as
well as fish swimming behavior to model salmon trajectories. Before going into detail

on the model, let us first consider previous models that have been used.



1.2 Previous Models

Royce et al. (1967) conceived one of the earliest descriptive models of salmon ocean
migrations, discussing probable migratory paths of pink salmon (O. gorbuscha) and
Bristol Bay sockeye salmon based on catch and tag data from the 1950’s and 1960’s.
They described circular migration routes following the major currents and speculated
on possible guidance mechanisms, favoring orientation to electromagnetic cues over a
sun compass or orientation to current. Additionally, they thought migration was ori-
ented rather than random and inherited rather than learned. French et al. (1976), also
based on 1950’s and 1960’s research surveys, provided descriptive models for different
sockeye salmon populations and hypothesized a counterclockwise circuit around the
Gulf of Alaska each year at sea. Major et al. (1978) described the ocean distribution
of Chinook salmon as primarily coastal during the first summer and fall at sea and
then widely distributed. For example, a maturing Chinook salmon tagged near Adak

Island was recovered in the Columbia River, a distance of 3800 kilometers.

Saila and Shappy (1963) proposed a random search model for the return migra-
tion of salmon, which Jamon (1990) updated to incorporate a one-dimensional random
search once the coast is encountered. However, Quinn (1991) strongly critiqued the
random search model for being inconsistent with empirical information on salmon
migration, such as evidence indicating non-random movement by maturing salmon,
observations that salmon make landfall in specific locations rather than broad swaths
of coast, and that they never wind up on the Asian coast as an initial random angle
would predict. Instead, Quinn (1991) argued that any model of salmon ocean migra-
tion should result in a well-timed arrival in a specific coastal region with a high rate
of travel starting from a wide distribution in the ocean, and that current patterns and

interannual variations should also be considered.

More recently, several computer models were created for salmon migration. NerkaSim

(Rand et al., 1997) is a spatially-explicit, individual-based model of Fraser River



sockeye salmon in the eastern North Pacific which combines information on current,
sea-surface temperature (SST), and zooplankton density with a bioenergetic model,
alternative migration strategies, and mortality processes. Walter et al. (1997) used
NerkaSim to examine possible behavioral mechanisms underlying salmon migration in
the ocean. Walter et al. (1997) considered ocean currents and fish swimming behavior
when modeling ocean migration of Fraser River sockeye salmon, and compared it to
the standard accepted model of French et al. (1976). They found their model of a
northwest heading the first four months, followed by random swimming to be as good
as French et al.’s annual loops at agreeing with the (admittedly spotty) empirical
data, casting doubt on French et al.’s assumption of annual circuits around the Gulf
of Alaska. However, they considered only alternate models that assume the salmon
maintain various compass headings at different times of year, and did not include any
other possible navigational cues. In a complementary study, Thomson et al. (1992)
examined the effect of ocean currents on the landfall latitude of home-migrating Fraser
River sockeye salmon. They considered several swimming speeds, compass orienta-
tions, and migration start dates, and found that a stronger Alaska Gyre resulted in
a more northernly deflection. Their results did not support random-swimming or
a weak orientation as a homing mechanism, but argued instead the need for some
type of navigation to enable salmon to complete their ocean migration. Thomson
et al. (1992) also hypothesized that a single compass orientation is not sufficient un-
less specific stocks have different distributions in the Gulf of Alaska, due to the large
impact of start location and migration timing on landfall location. A similar study
(Thomson et al., 1994) examined the effect of ocean currents on run timing and found
migration start location to be an important factor. Dat et al. (1995) also modeled
the homeward migration of Fraser River sockeye salmon. They concluded that com-
pass orientation was a sufficient guidance mechanism and found that the model that
delayed migration until the last month at sea provided the most accurate homing and

most bioenergetically efficient estimated swimming speed.



Healey et al. (2000) evaluated the effect of the Sitka eddy on migrating salmon
(a mesoscale eddy not modeled by OSCURS, see Section 2.2) and found that fish
modeled with compass orientation alone (as opposed to bicoordinate navigation or
rheotaxis) took a bioenergetically near-optimal path through the eddy and that the
eddy minimally deflected salmon. Because the Sitka eddy is another factor contribut-
ing to return time variance (both interannually and intraannually, with the former
depending on whether it forms and the latter depending on the route different fish
take), they also concluded that some mechanism must exist to maintain the fairly
tight run time window. More recently, Booker et al. (2008) modeled the trajectories
of fifteen Atlantic salmon (Salmo salar) with known release and recapture points,
and investigated three direction-finding mechanisms: random-walk, rheotaxis (align-
ing movement to the prevailing current), and thermotaxis (moving to the preferred
temperature along the temperature gradient), all with a constant velocity. Both rheo-
taxis and thermotaxis performed much better than random-walk, with rheotaxis more

closely corresponding to recapture sites than thermotaxis.
1.3 Salmon Sensory Abilities

Previous models have assumed various navigational mechanisms, such as compass
orientation, bicoordinate navigation, thermotaxis, and rheotaxis. Let us now turn to
what evidence exists for these and other salmon sensory abilities, to determine which

to include when developing a behavior-driven model.

1.3.1 Magnetoreception

The earth’s magnetic field can provide two types of information: compass informa-
tion, which allows an animal to maintain a particular heading (e.g., north), and geo-
graphical position, which allows an animal to navigate complex routes or find home.
Geographical position could in theory be determined from inclination angle or field

intensity, or by the animal learning the local anomalies in its location. There are three



hypotheses for how magnetoreception works in animals, as summarized by Johnsen
and Lohmann (2005): electromagnetic induction, magnetic field-dependent chemical
reactions, and biogenic magnetite. However, direct evidence does not exist for any
hypothesis. The mechanism for magnetoreception believed to be used by salmon, bio-
genic magnetite, comes in two types: single-domain magnetite, which are permanently
magnetized crystals that rotate into alignment with the earth’s magnetic field, and
superparamagnetic magnetite, which are smaller crystals that are not permanently
magnetized so they will not rotate, but the crystal’s magnetic axis tracks the ambient
field’s axis. Single-domain magnetite mechanisms can detect polarity, while super-
paramagnetic magnetite mechanisms cannot. However, both can detect small changes
in intensity as the basis of a magnetic map sense. The evidence for magnetorecep-
tion in salmon is based on juvenile salmon studies, but compass orientation has been
used in many models of adult salmon. Several (Neave, 1964; Larkin, 1975; Quinn,
1982; Walker et al., 1997) have proposed magnetic map sense for salmon based on the
complexity as well as how well-timed and well-directed their migration is. However,
some models have achieved good results with compass orientation alone (Pascual and
Quinn, 1991; Dat et al., 1995). Lohmann et al. (2008) proposes a variation on the
magnetic map sense in which salmon imprint on the inclination or intensity of the
magnetic field at the mouth of their home river, which provides the y coordinate on
the North—South axis, while the coastline determines the x coordinate on the East—
West axis. Imprinting on the magnetic field at a critical juncture before heading to
sea is also proposed by Quinn (1982) as an alternative to a magnetic map based on
inclination and declination.

A magnetic map sense has been demonstrated with displacement studies in ani-
mals such as lobsters (Boles and Lohmann, 2003), newts (Phillips et al., 2002), and
sea turtles (Lohmann et al., 2001). Sharks have been shown to detect earth-strength
magnetic fields (Meyer et al., 2005). Additionally, Wiltschko and Wiltschko (2005)

give examples of birds and turtles using field inclination and/or intensity as a ‘sign-
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post” in navigation. The evidence for salmon is not as clear and little work has been
done with maturing salmon migrating homeward from the open ocean. Biogenic
magnetite has been found in a variety of salmon species (including Chinook salmon,
sockeye salmon, chum salmon, and Atlantic salmon) in ethmoid tissues, the lateral
line, and parts of the head and inner ear (see references in Yano et al., 1997). Studies
conducted in tanks of out-migrating juvenile salmon showed direction changes when
exposed to a magnetic field (Quinn, 1980; Quinn et al., 1981; Quinn and Brannon,
1982), though not always in the expected magnitude and direction (Quinn and Groot,
1983). Yano et al. (1997) altered the magnetic field around the head (including the
inner ear) of adult chum salmon in the western North Pacific and followed them using
telemetry before and after the magnetic field was activated. They did not find any
effect on orientation when the magnetic field was modified, but this could be due to
the salmon using alternate cues or due to a temporary response to trauma such as the
delay in resumption of regular diving behavior observed in tagging studies (Friedland

et al., 2001).

1.3.2  Celestial Compass

In addition to information from the earth’s magnetic field, another possible source for
compass orientation is the sun, by means of natural or polarized light. Evidence for
a celestial compass comes from tank studies of juvenile sockeye salmon (Quinn, 1980;
Quinn and Brannon, 1982). In the studies, salmon maintained an appropriate heading
even when the magnetic field was rotated 90° during the day with tanks open to the
sky, but not at night or with covered tanks during the day. Evidence from temperature
data storage tags from maturing chum salmon tagged in the Bering Sea also supports
the idea of a celestial compass: salmon made the most progress (as measured by cross-
ing temperature gradients) during the day, while night temperatures were similar and
suggested salmon were near the surface (Friedland et al., 2001). Large ranges in day-

time temperatures suggest the salmon could be determining headings during dives and
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ascents based on either the sun or polarized light as suggested by Novales Flamarique
and Hawryshyn (1993), who determined that there was sufficient UV light at depths
of 15 m for navigation off the coast of Vancouver Island and that polarization was
maintained under some types of cloud cover. Polarized light is an intriguing potential
mechanism, as it would not be affected by cloud cover, though polarization sensitivity
has not been conclusively demonstrated in salmonids (Horvath and Varjd, 2004, as
cited by Cheng et al. 2006). Juvenile salmonids, including anadromous steelhead, can
detect polarized light with UV light being one possible mechanism (Parkyn et al.,
2003). However, Cheng et al. (2006) showed UV-sensitive cones have changed to blue
sensitivity by the time salmon migrate to the ocean, suggesting the UV component of
polarized light would be difficult for salmon to detect. They concluded it is unlikely

UV cones play a role in polarization sensitivity of salmonid fish.

1.3.3 Rheotaxis

Although the idea of salmon aligning with prevailing ocean currents (rheotaxis) as
a navigational strategy has long been considered (Royce et al., 1967) and continues
to be incorporated into models (Booker et al., 2008), it has met with skepticism due
to lack of an explanation of how salmon would detect the speed and direction of the
bulk flow (Walter et al., 1997). Riverine fish salmon have been known to align to
the current. However, none of the riverine cues, such as relative ground position and
acceleration, are present in the open ocean. Chagnaud et al. (2008) have proposed a
mechanism for the detection of flow speed and direction by fish involving the lateral
line: though lateral line afferent neurons respond to flow fluctuations rather than the
constant flow component, bulk flow direction and velocity might still be inferred from
the cross-correlation of multiple afferent neurons. In pairs of afferent neurons that
showed significant correlation, the time shift of the correlation peak decreased as flow
velocity increased, and reversing flow direction resulted in a corresponding reversal

of the sign of the optimal time shift. Therefore, the time shift of the correlation
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between neurons can be used as a proxy for the speed and direction of the bulk flow.
However, whether this mechanism translates from the laboratory to the turbulent

ocean remains to be demonstrated.

1.3.4 Day Length

Salmon are known to be sensitive to daylight and display different day and night
behaviors (Friedland et al., 2001). The well-timed nature of their return migration
suggests an internal clock (Neave, 1964; Quinn, 1982). Archival tags (a type of tag
attached to marine animals that record and store data) are able to provide geoposi-
tional estimates with an error of 140 km based on a record of light intensity levels
over time, by estimating times of dawn and dusk and thus estimating latitude and
longitude (Welch and Eveson, 1999). Similarly, salmon could use day length to esti-
mate latitude, perhaps combined with a calendar based on the number of days since
the summer or winter solstice, and could also estimate longitude by comparing the
times of dawn and dusk to an internal clock calibrated to their home stream. Thus,
dawn and dusk times could be an alternative form of bicoordinate navigation instead
of or in addition to a magnetic map sense. Salmon could also use day length or the
rate of change of day length (adjusted for latitude) or the count of days since the

solstice as a cue for when to start their homeward migration.

1.3.5 Temperature and Salinity

Orientation to gradients of environmental variables such as temperature and salinity
has also been proposed as the mechanism for salmon migration (Leggett, 1977). How-
ever, there are several problems with this hypothesis: (1) Gradients are not generally
in a smooth shoreward direction; Salmon populations diverge from a common area
at sea to many locations and converge from a wide area at sea to home. (2) Salmon
can maintain a straight heading in the open ocean; and (3) vertical movements can

cause much larger temperature swings than horizontal movements (Quinn, 2005).
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Others have proposed temperature or salinity as a boundary on salmon distribution
(Azumaya et al., 2007). Welch et al. (1998) examined thermal boundaries of sock-
eye salmon distribution and found that salmon distribution followed a step-function
response to temperature at the thermal limit. They asserted that the mechanism be-
hind the observed step-function response to temperature is not growth maximization,
but avoidance of temperatures where metabolic losses exceed gains from consump-
tion (i.e., starvation), as salmon’s basal metabolic rate increases with temperature.
Thus increasing thermal limits would be expected with increasing productivity, with
salmon maintaining growth at higher temperatures due to an increased food sup-
ply. On the other hand, Rand (2002) suggested that the same step-function response
to temperature can be obtained under a growth-maximization hypothesis, based on
a statistical model of food availability derived from salmon stomach contents data.
Welch et al. (1995, 1998) argue that physiological factors keep salmon in colder wa-
ters, though Carmack (2007, p. 2594) suggests it could also be the importance of the
“special suite of environmental cues-maintained by freshwater mixtures in and above
the permanent halocline” to navigation. Carmack (2007) recommends an alpha/beta
ocean conceptual framework, where alpha oceans are found at subtropical latitudes
and are characterized by being temperature stratified, while beta oceans are found at
subarctic latitudes and are instead salinity stratified. The alpha/beta ocean bound-
ary corresponds roughly to the 10° winter isotherm, and could represent the southern
boundary for salmon, which are only found in beta oceans where temperatures are 6°

to 10° or colder.

Beyond these abiotic sensory inputs, salmon are believed to perform their ocean
migration to access better growing conditions, which requires finding prey and avoid-
ing predators. The spring plankton bloom could also be a migration initiation cue,
and thus relate to arrival timing. Though the Gulf of Alaska does not have a classic
spring phytoplankton bloom, production peaks in spring. In contrast, the coastal area

from British Columbia to California is a characteristic upwelling-dominated eastern
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boundary current system with production peaking in early summer and continuing
through the end of the year (Longhurst, 1995). The center of abundance and life
cycle timing of zooplankton vary between warm, low-productivity years and cool,
high-productivity years in both the oceanic and coastal areas of the Northeast Pacific
(Mackas et al., 2007), with similar patterns for phytoplankton abundance (Lipsen
et al., 2007). Though an interesting potential cue, the timing of the spring bloom
would only be a useful mechanism if it is correlated with the river conditions needed

for migration, and it is not considered farther here.
1.4 Understanding Columbia River Spring Chinook Migration

Taking these earlier models and what is known about salmon sensory abilities, what
can a model of salmon migration in the ocean that combines advection by ocean
currents with behavior rules accomplish? This model gives a framework for examining
hypotheses about how salmon find their way to their home river from the high seas.
Though there is not enough data available on salmon during their ocean residence to
conclusively determine the distribution of salmon and how they navigate homeward,
it is possible to evaluate whether a proposed homing mechanism is plausible or not.

One possible use of the model is to better understand ocean migration in order
to improve run timing estimates, which are important for management. To preserve
genetic diversity by distributing the harvest throughout the run, it is necessary to have
a forecast of the run timing and size (Anderson and Beer, 2009). Timing estimates
can be also used to differentiate a small early run from a late large run, and set harvest
appropriately (Keefer et al., 2008). Additionally, knowledge of migration routes could
allow the implementation of a test fishery to improve preseason estimates of run
timing and size. A better understanding of ocean migration would also be useful for
investigating potential responses to climate change. Crozier et al. (2008) examined
potential evolutionary and plastic responses of salmon to climate change, such as heat

tolerance and timing of migration and spawning, but found too little is known about
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ocean migration routes to conjecture which changes may occur. Predicted changes
in the North Pacific from climate change include: increasing stratification in the
upper ocean due to increasing temperatures; variations in the timing and intensity
of upwelling due to changing wind patterns; changing food web composition due to
ocean acidification; and shifts in the ocean regions most favorable for growth and
survival of salmon (Crozier et al., 2008). Examining the effect of ocean environment
on migration timing and the impact of possible changing migration routes are both
possible from a model.

The model can also be used to examine facets of the proposed navigational mecha-
nisms. For example, are salmon of different stocks and ages also in different locations
when they start their directed migration homeward? Can the fish get back to the
right location in the right window in time from anywhere in the central North Pa-
cific? What impact do ocean currents have on the approach path or arrival timing?
Given these important questions and the available information, this model seeks to
provide insight into where in the ocean the spring Chinook start, their migration

route, and what factors might affect timing.
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Chapter 2

MODEL DEVELOPMENT
2.1 Introduction

The model is spatially explicit and uses a Eulerian-Lagrangian-agent method (ELAM)
framework. An ELAM model is useful for its ability to combine multiple scales, from
large-scale oceanographic processes to the small scales of individual fish decision-
making, and is well-suited to modeling the dynamics of fish movement (Goodwin
et al., 2006). The Eulerian framework refers to a mesh or grid where the value for a
set of variables is known at each node in the mesh for each time step. Time is discrete,
so calculations are made at each time step, for example, a day. These variables
are quantities like current velocity, temperature, or day length. The Lagrangian
framework is used to compute the continuous trajectory of the fish through space.
Finally, the agent framework consists of the behavior rules that govern the fish’s
decision of which way to swim. At each time step, the fish determines current sensory
conditions and processes these inputs according to its behavior rules, which results
in an updated swimming direction. This swimming direction is combined with the
ocean currents interpolated to the fish’s position from the Eulerian mesh to compute
its new position (Figure 2.1).

The model can calculate either a forward-in-time-trajectory (FITT) or a backward-
in-time-trajectory (BITT). BITT models have been used in the atmospheric sciences
to determine pollutant sources and in the oceanic sciences to determine source sites
for plankton settlement locations (Batchelder, 2006). In the case of salmon migration,
very good data exists for the distribution of arrival dates in freshwater (i.e., counts

at Bonneville Dam), but there is much less data on ocean distribution. Using a
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latitude

longitude

Figure 2.1: From location L;, the next location Lo is computed by interpolating the
ocean vector at L from the Eulerian grid (shown by dotted lines) and combining it
with the swimming vector, determined using the behavior rules.

BITT model, the fish begins at the known arrival time and location, then the model
can run backwards to obtain a probability distribution of starting locations. The
resulting distribution on the high seas can also be viewed as the relative density of
salmon at different locations in the ocean when starting their homeward migration.
When interpreting the probability distribution of starting locations, it is important
to keep in mind that BITT models, which include stochastic processes, experience
information loss, so the spread of starting locations is related to the length of the
simulation (Christensen et al., 2007). Processes that are reversible, such as advection
or time-dependent growth, are good candidates for BITT models, while non-reversible

processes, such as diffusion, reproduction, and mortality, are better left to FITT
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Figure 2.2: OSCURS grid. Larger dots are the 20 x 44 grid of daily sea level pressure,
and small dots are the OSCURS 92 x 180 computational grid (Ingraham, 1997).

models (Batchelder, 2006). Thus only reversible behavior rules can be run backwards.

2.2 Ocean Model

The OSCURS (Ocean Surface Current Simulations) model provides daily ocean sur-
face currents (the near surface mixed layer which extends to a depth of about 10-30
m in summer and 50-100 m in winter) for a 90 km wide grid of the North Pacific
from 1901 to present (Ingraham and Miyahara, 1988, 1989). The surface currents in
the model are calculated from sea surface pressure measurements used to compute
wind velocities and in turn wind-induced current velocities. Those are then combined
with long-term mean geostrophic currents. The model is calibrated with data derived
from satellite-tracked drifters. The model does not include small-scale features such
as mesoscale eddies and tides.

The OSCURS model operates on a daily time step. Though it would be possible
to update the fish’s trajectory more frequently, there would still be step-changes
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across day boundaries without a finer-scaled ocean model. An interesting area for
future research would be to calculate a continuous trajectory for each time step of
the ocean model. This may or may not be feasible depending on the exact nature
of the behavior rules, and whether they could be written in the form of a solvable
differential equation. If not, a continuous trajectory could be approximated with very
small time steps, though this could increase the simulation time. However, given the
distance scale encompassed by the model and the use of a daily time step by successful
previous models of salmon migration and the OSCURS model, a daily time step is

used the the present model.

Though Walter et al. (1997) used the OSCURS model for the surface current
inputs to their model, they found it to not be representative for continental shelf
currents due to the lack of small-scale features. Instead, they used either no water
movement or weak currents moving northwest parallel to the coast for points east
of 155°W. West of 155°W they used the OSCURS model which accurately modeled
the Alaskan stream found there. Given that spring Chinook are not thought to be
coastally oriented (Healey, 1983), this deficit of the OSCURS model has less impact
on the present model. In order to account for the coastal currents not being well
modeled, when fish are within 50 km of the river mouth, they are considered to have
arrived, rather than computing their trajectory all the way to the river mouth. For
fish trajectories that intersect land, the fish are deflected back to sea if the location
is west of 130°W, otherwise that location on the coast is considered the end location,
though an adjusted arrival time is also computed for the river mouth based on the
distance away.

The OSCURS model normally outputs the track of a particle; however, it inter-
nally calculates the surface current velocities at each point on its 92 x 180 grid (Figure
2.2) which are used in the present model. I ran the OSCURS model to generate daily
estimated surface current velocities. Next I transformed from OSCURS’s grid space

to latitude-longitude, and then combined the resulting ocean vector component with
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the fish swimming behavior vector component to form the fish movement vector.
2.3 Behavior Rules

The behavior rules describe how the fish processes sensory inputs in order to de-
cide on a direction and possibly also a speed to swim. The behavior rules must be
both realistic—derived from empirical knowledge of salmon sensory capabilities—and
useful—allowing the salmon to complete their oceanic migration. A behavior rule
can be designed in two ways: it can depend only on current conditions or it can inte-
grate recent conditions experienced by the fish. For example, for a fish responding to
temperature, the behavioral rule could be implemented as either as depending on the
current temperature or as depending on the degree of change from the recent average
temperature. Behavior rules depending only on current conditions have the advantage
of being simpler and can be used in both FITT and BITT models. Behavior rules
depending on integrating past conditions, on the other hand, can only be used in
FITT models since BITT models do not have the information necessary on previous
conditions experienced by the fish. However, the idea that signals, such as sound or
images, must stand out from the background to be detected is well-established and
known as the Weber—Fechner law (Weber, 1846; Fechner, 1907). Given a stimuli, s,
the change in perception, p, can be described as dp = k‘%. Therefore, the smallest
detectable difference depends on the ratio of the change in stimuli to the background
level of stimuli; the higher the background level, the larger a change must be to be

detected.

2.3.1 Migration Initiation

After departing the Columbia River, juvenile spring Chinook salmon proceed rapidly
northward along the coast towards Alaska (Trudel et al., 2009). After their first
summer moving north along the coast, little is known about the distribution of spring

Chinook salmon in the ocean. It is believed that spring Chinook are distributed in
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Figure 2.3: The day length (a) and rate of change in day length (b) at latitudes 40°,
50°, and 60° by day of year. The equinoxes and solstices are shown with light gray
lines.

the Gulf of Alaska, moving more northwards in summer and southwards in winter
(Myers et al., 2007). During this time, the salmon swim, but not in a highly directed
manner, so this is modeled as passive drift with the ocean currents. At some point
salmon must switch to a directed migration, during which they rapidly move towards
their home river mouth (Quinn, 2005; Healey and Groot, 1987). This is modeled as a
binary switch from non-directed motion to active swimming according to the behavior

rules described in this section.

In order to complete their migration home, salmon must have a means of naviga-
tion as well as a means for knowing when to leave. There is evidence of both genetic
control of migration timing (Quinn et al., 2000) as well as population-specific timing
(Quinn et al., 2000; Waples et al., 2004). The mechanism behind migration initiation,
or when a fish begins actively swimming home, is unknown. It is hypothesized that

migration initiation is controlled by an internal calendar, based on circannual rhythms
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and synchronized by day length (or rate of change of day length), adjusted for lati-
tude as necessary, and is population-specific and potentially location-specific (Quinn,
1982). Note that rate of change in day length is maximized at the equinoxes regard-
less of latitude (Figure 2.3), which could be a cue for spring-migrating populations

that does not necessitate knowing latitude.

2.3.2 Homing

In addition to a mechanism for the timing of migration initiation, the model also
requires a mechanism by which the fish choose a swimming direction. As discussed
earlier, both a compass orientation and magnetic map sense have been proposed as a
mechanism for homeward migration. This model examines the version proposed by
Quinn (1982) and Lohmann et al. (2008), in which salmon imprint on an element of
the magnetic field at the mouth of their home river, which provides the y coordinate
on the North—South axis, while the coastline determines the x coordinate on the
BEast—West axis.

The model supports latitude, as well as magnetic inclination and total intensity
as directional mechanisms. Magnetic inclination refers to the angle of the magnetic
field with respect to the surface of the earth. For example, the magnetic field comes
straight out of the earth at the magnetic south pole (-90°), is parallel near the equator
(0°), and heads straight into the earth at the magnetic north pole (90°). Magnetic
intensity refers to the total strength of the field. Latitude can be estimated from the
angle and altitude of the sun at noon or from day length. In fact, archival tags are
able to provide geopositional estimates with an error of 140 km based on a record
of light intensity levels over time by estimating times of dawn and dusk and thus
estimating latitude and longitude (Welch and Eveson, 1999). However, day length
is similar across latitudes near the spring and fall equinoxes, making estimation of
latitude from day length problematic at that time, though archival tags provide good

estimates of latitude outside a two week window around the equinox (Welch and
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Figure 2.4: Magnetic field inclination and total intensity calculated from the IGRF
model. Source: USGS (http://geomag.usgs.gov).

Eveson, 1999).

In the North Pacific, both inclination and intensity have isoclines that run approx-
imately east-west and have values that increase northwards (Figure 2.4), referred to
as isoclinics for inclination and isodynamics for intensity. The International Geo-
magnetic Reference Field (IGRF) model is an empirical representation of the earth’s
magnetic field from which it is possible to get a variety of field elements, including
inclination and total intensity (Macmillan and Maus, 2005). Although the magnetic
field changes at a particular location over time, those changes would only cause an av-
erage navigational error of 6 km (inclination) or 31 km (total intensity) for Columbia

River salmon spending 3 years at sea (Lohmann et al., 2008).

The model constrains the fish to swim generally east at an angle of 0°~180° (mea-
sured clockwise from north), assuming salmon have a celestial compass or magnetic

compass to maintain a rough heading. The directional mechanism, such as latitude,
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Figure 2.5: The determination of swimming angle. a) The equation for swimming
angle, f(x), calculated from the value of a hypothetical directional mechanism, z,
when zpome = 50, apome = 90°, and r = 10. b) The trajectory of a fish from the
starting point (triangle) to the river mouth (circle) on the coast (dotted line) for
those parameters.

magnetic inclination, or magnetic intensity, is what salmon use to navigate homeward
by comparing the currently detected value to the remembered home value. The home
value, or target, is the value at the mouth of the river which juvenile salmon imprinted
during the outward migration. The model uses the range parameter to determine the
swimming direction from the value at the present location, and it determines how
large a departure from the home value can occur before the fish will swim straight
north or south. The home angle specifies the direction the fish swims when at the
home value. The following equation describes the determination of the swimming
angle,

180 if x> Tpome + (180 — ahome)L
Qhome

flx)=1¢ 0 if © < Thome — T (2.1)
Qhome Qhome
x —
r

Thome + Qhome Otherwise
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where f(x) is the swimming angle in degrees measured clockwise from north, z is
the current value which is assumed to increase to the north, xp.m. is the home value,
Ghome 18 the home angle, and r is the range. In the simple case where ajme = 90°,

the equation for swimming angle reduces to

180 it z > Thome T T
flz)=12 0 if © < Thome — T (2.2)
90 90

—T — —Zhome + 90 otherwise
r r

and is shown in Figure 2.5.

While introducing random variation to the heading was considered to account for
error in the fish’s perception as well as maintaining a heading, it was not included
in the model for two reasons. First, including variation by adding white noise (such
as normally distributed error with a mean of zero) does not change the trajectory
of a track, but only makes it more jagged so overall progress is slower. The effect is
no different than decreasing swimming speed. Second, the limited empirical evidence
available shows very little variation in heading on a daily time-scale like that employed
in the model. Instead, most variation in heading is on a much smaller time-scale, on

the order of minutes (Sturlaugsson et al., 2009).
2.4 Parameters

Table 2.1 lists all parameters used in the model, some of which are discussed in further

detail below.

2.4.1 Swim Speed

For the active migration portion, fish swim speed is constant and depends on the age
of the fish, since age is correlated with length and swim speed is generally a function
of length. One method of representing salmon ages is two numbers separated by a

period. The first number denotes the number of winters spent in fresh water, while
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Table 2.1: Parameters and their most common values used in the model.

Parameter Value

Start location Various (42°N-60°N, 128°W-180°W)

Direction mechanism Inclination and intensity

Home value Value at (46.25°N, 124.05°W) in out migration year
Home angle 110° for inclination and 117° for intensity

Range 1° for inclination and 1000 nT for intensity
Variance 0

Migration initiation =~ March 21 (Dworshak Hatchery)
April 21 (Lookingglass Hatchery)
Swim speed 30 km/d (age 1.1), 40 km/s (age 1.2), 50 km/d (age 1.3)

the second number denotes the number of winters spent in the ocean. Thus a fish
designated 1.2 spent one winter in freshwater followed by two years at sea and is four
years old. Based on age and length studies at Bonneville Dam (Kelsey and Fryer,
2001, 2002, 2003; Miranda et al., 2004, 2005; Whiteaker and Fryer, 2006, 2007, 2008),
the average length of a spring Chinook age 1.1 (also called a jack) is generally 50 cm.
Similarly, the average length of adults age 1.2 and 1.3 are generally 70 cm and 85 cm
respectively. The commonly used most efficient swimming speeds of one body length/s
(based on laboratory studies of sockeye salmon by Brett, 1983) are 43.2 km/day, 60.5
km/day, and 73.4 km/day for age 1.1, 1.2, and 1.3 respectively. However, the model
calculates distance swum on a daily time-step, ignoring small course variations within
a day, so I assumed length-proportional swim speeds of 30 km/day, 40 km/day, and
50 km/day for 1.1, 1.2, and 1.3 age fish based on swim speeds used in previous models
(Table 2.2). These speeds are also in line with empirical studies (Table 2.3).
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2.4.2  Migration Initiation

As described above, the model uses a calendar date to initiate the active homing
migration of the salmon, which is assumed to be cued from the change in day length or
from the rate of change of day length (Figure 2.3). The dates for migration initiation
are March 21 for the early Dworshak Hatchery stock (assumed to be triggered by
the equinox) and April 21 for the late Lookingglass Hatchery stock (assumed to be
triggered by the equinox with some delay). These stocks are discussed in more detail
in the next chapter. These dates give a 30 day active migration period for the average
mean arrival time across years, which had been found to give the most realistic and
efficient swimming speeds in a previous model (Dat et al., 1995). Additionally, earlier

and later migration initiation times are discussed in Section 4.3.3.

2.5 Calculations

This section details some of the calculations internal to the model.

2.5.1 Interpolation

Because the ocean currents are estimated only at grid points, the values must be
interpolated to the coordinates of fish positions. Interpolation is done using a C?
interpolating cubic spline (Shikin and Plis, 1995) in the same manner as the OSCURS
model. A spline is a function defined piecewise with polynomials on the disjoint
subintervals defined by the points t1,...,tx, called the knots, where the function values
are known. The C? indicates the smoothness of the spline, meaning at a knot t;
the Oth, 1st, and 2nd derivative values are the same for the polynomial pieces on
either side of ¢;, and cubic refers to the degree of polynomial used. Splines are useful
for interpolation as the result is smoother than bilinear interpolation and avoids the
problem with polynomial interpolation, especially with higher degree polynomials, of

giving drastically different results from small perturbations in the data.
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Interpolations are first done for two grid points on each side of the target point,
then those four points are used to interpolate horizontally to estimate the value.
Interpolations are done separately for the @ and v components of the current vector.
After translating the latitude and longitude coordinates of the target point into the
ij-space of the ocean grid, the ith C? interpolating cubic spline is evaluated at the

target point x which is located between t;_; and t;with the following formula:

fr)(x —tia)® (i)t —2)?

Silw) = 6t —ti1) 6(t—tiy) (23)
f(ts) f(t) (i —tia)
* |:ti —ti, 6 1 (@ = ti1)
fltic)  f(tia)(ti —tic1)
* {ti i 6 } (t: =)

where f(t;) are the values of the function at the ith knot, and f”(¢;) are the values

of the second derivative at the ith knot. The second derivatives are estimated as

f(tig) = 2f(t:) + f(ti1)
(tigr —t)(ts —tic1)

f'(t) ~ (2.4)

2.5.2  Coordinate System

The trajectories of the fish are stored as latitude and longitude coordinates using dec-
imal degrees. The model needs to calculate distances between a fish’s position and a
new point given a heading and a speed. The model uses the World Geodetic System
1984 (WGS 84), a georeferencing standard, for the reference ellipsoid. A reference el-
lipsoid is a mathematical approximation of the geoid, the equipotential surface which
best fits the earth’s global mean sea level, with a flattened spheroid that is wider at the
equator than the poles. The model computes distances using Vincenty’s inverse algo-
rithm, which computes the ellipsoidal distance along the geodesic between two points,
and computes new locations using Vincenty’s direct algorithm, which computes an
end point given the beginning point and the geodetic azimuth and ellipsoidal distance

between the points (Vincenty, 1975).
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Figure 2.6: Backwards calculation of the model. a) For trajectory Ly, Lg, Ls, to find

preceding location Ly, first reverse the vector ITL; to find point B. Increasing search
regions around B are shown with dotted lines. b) Potential preceding locations Py,
P, P3 in the search area have their next location calculated, Ry, R, R3. The model
seeks to minimize the distance from those next locations to L; (dotted lines dy, ds,
d3) when selecting the next set of potential points.

2.5.83  Optimization

The calculations for running the model forwards are straightforward, but finding
the previous location when running the model backwards involves solving for more
unknowns than equations, so a direct solution is not possible and optimization tech-
niques must be used. Additionally, given the interaction between ocean currents and
behavior rules, more than one previous location is possible. The model searches for
potential previous locations by first calculating what the fish’s movement vector would
be at then present location (Figure 2.6a, point L) and then reversing that vector to
determine a search area (Figure 2.6a, point B). The optimization algorithm selects
points in the search area (Figure 2.6b, points Py, Py, P3). For each point, the model

computes the ocean current vector and fish swimming behavior vector to determine
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the next location of the fish if it had started there (Figure 2.6b, points Ry, Ro, R3).
Then the distance between that location and the present location is computed (Figure
2.6b, lines d;, dy, d3), and this distance in minimized by the optimization algorithm
to determine the next set of points. Finally the minima returned by the optimization
algorithm are evaluated, and if no valid previous locations are found, search area is
widened and the process is repeated. When a point or point is found where its next
computed location is L; (within some tolerance), then that point or points is desig-
nated the previous point, Ly, and the model moves another step backward in time.
It is an error condition if no possible previous location is able to be found.

The model uses the EvA2 (an Evolutionary Algorithms framework, revised version
2) java package (EvA2 team., 2008). Evolutionary algorithms are one optimization
technique that can be used for multi-modal optimization, and are based on natural
selection. Potential solutions are evaluated for fitness, and those selected for re-
production are recombined and mutated to create the next generation of candidate
solutions. Evolutionary strategy is a type of evolutionary algorithm for real-valued
problems. The model uses a technique called cluster-based niching to ensure multiple
minima are retained. This means that the diversity of the population is maintained
by retaining solutions from different niches, where the biological analogue would be
speciation. Finally, the possible solutions are refined using hill climbing, in which a

small changes are made iteratively to improve the solution.
2.6 Running the Model Backwards

This section investigates the performance of running the model backwards as described
above. The first item to check is that running the model backwards, then forwards
from those end locations, results in approximately the same trajectory. The trajectory
is only approximate because the behavior rules cannot be inverted, so optimization
techniques must be used to run the model backwards. The threshold for accepting a

backwards point is 100 m, and the threshold is widened if the previous point cannot
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Figure 2.7: Comparison of running the model backwards then forwards for different
values of the range parameter using inclination as the direction mechanism. Points
indicate starting locations for the backwards runs, shown with dashed lines, started
on three dates and three locations. The model was then run forwards starting from
the end locations of the backwards runs, shown with solid lines.

be found. Though 100 m is a very small error for a fish that is nearly a meter long and
swims approximately 40 km a day, it is enough that the trajectories will not match
perfectly, given that the ocean currents and behavior rules vary slightly. In this case,
the forwards and backwards trajectories match well for several starting locations and
dates (Figure 2.7), except for the one of the trajectories with a range of 1°, which
is due to the simple method used to deflect fish from the coast. In general, the fish
run forwards end up at the starting location of the backwards runs on the same date

along very similar trajectories.

The next thing to check is that running the model forwards from a variety of
starting locations, then backwards from those ending locations, also results in ap-
proximately the same trajectory. In this case, results vary considerably depending on
the range parameter (Figure 2.8), which is an important parameter in determining
the fish trajectories (see Chapter 4 for a more complete sensitivity analysis of the

parameters). For larger range values (i.e., 8° and 15°), the results are reasonable
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Figure 2.8: Comparison of running the model forwards then backwards for different
values of the range parameter using inclination as the direction mechanism. Points
indicate starting locations for the forward runs, shown with solid lines. The model
was then run backwards starting from the end locations of the forward runs, shown
with dashed lines.

accurate, with larger errors for the longer trajectories. This is expected since small
differences in computing each backward step have longer to compound. However,
for smaller values of range, performance is markedly worse. Results are mixed for a
range of 4°, with most starting locations accurate and two completely off, and then
deteriorate completely for a range of 1°, with only two starting locations accurately

returned to when running backwards.

The issue with running backwards with small values of range is that the response
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is very steep for any value not the home value. This means that any small deviation
from the home isocline will be accentuated by the behavior rules, as seen with the
trajectories for range = 1°, which very quickly veer north or south of the isocline. I
attempt to account for this in the model by using a multi-modal optimization tech-
nique, so that multiple previous locations can be returned. If more than one previous
point is found, the model continues to track backwards from each of them, allowing
for one backwards trajectory to diverge into many. In practice, multiple backwards
trajectories for a single run sometimes occur, but the trajectories are generally so sim-
ilar as to be virtually indistinguishable. Looking into this issue closer, there generally
is just one possible previous location at the scale of a single step, so the problem is not
the optimizer missing other potential solutions. Rather, the divergence between the
backwards and forwards routes is due to small differences which are then magnified
by the behavior rules that drive the backwards trajectory further from the isocline
once it is north or south of it. Because running the model backwards is unique in
animal behavior models and seems promising, future work could consider investigat-
ing if more directed search areas or other self-correcting backwards search techniques
would improve performance for small range values and by extension, other strongly

spatially varying behavior rules.
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Chapter 3

APPLYING THE MODEL TO COLUMBIA RIVER
SPRING CHINOOK

3.1 Introduction

Each salmon run is made up of multiple stocks, and there is evidence for stock-
specific arrival timing (Keefer et al., 2004; Anderson and Beer, 2009) that has a
genetic basis (Quinn et al., 2000; Waples et al., 2004). In the lower Columbia River,
as well as in coastal rivers and the Fraser River, Chinook populations are genetically
more similar to those in the same geographic area than those elsewhere with the
same run timing (spring, summer, or fall), indicating parallel evolution of run timing
and related life history characteristics (Waples et al., 2004). On the other hand, in
the interior Columbia Basin, comprising the middle and upper Columbia and Snake
Rivers, the spring Chinook populations are genetically divergent from the summer and
fall Chinook populations, suggesting colonization from a single spring-run lineage
rather than parallel evolution. This genetic divergence is possibly a consequence
of geographic isolation in the interior Columbia Basin, with spring-run populations
spawning in upper tributaries while fall-run populations generally spawn in main stem

rivers (Waples et al., 2004).

Stock composition can have a confounding effect when looking at interannual
variation in timing for the entire run. A more abundant early stock can shift the
mean of the entire run earlier and vice versa. This difficulty can be avoided by
examining the interannual variation in timing for specific stocks rather, rather than
the entire run. A subset of juvenile fish in the Columbia River system are tagged

with passive integrated transponder (PIT) tags, which are detected when fish pass
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Figure 3.1: Hatchery locations. D, Dworshak Hatchery; R, Rapid River Hatchery; C,
Cle Elum Hatchery; L, Lookingglass Hatchery.

by dams during their return migration upstream as adults. This enables them to be
assigned to a stock. Of the wild and hatchery populations for which PIT tag data is
available, four hatchery stocks have the best sample sizes for returning adults in the
years 2001-2009. There are three early stocks (Dworshak Hatchery on the Clearwater
River, Rapid River Hatchery on a tributary of the Little Salmon River, and Cle
Elum Hatchery on the Yakima River) and one late stock (Lookingglass Hatchery on
a tributary of the Grande Ronde River, Figure 3.1). All are located on tributaries
of the Snake River, except Cle Elum Hatchery. One early stock, Dworshak, and one

late stock, Lookingglass, are used as examples for the remainder of this chapter.
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3.2 Arrival Timing

Though there are few data on Columbia River spring Chinook distribution in the
ocean, there are excellent data on arrival timing in the Columbia River due to the
hydropower system. Bonneville Dam is located 235.1 km upstream of the river mouth,
and fish are counted there as they pass through the dam. During data collection at the
dam, fish are classified as either jacks (age 1.1 for spring Chinook) if they are between
30 and 56 cm in length or adults (generally ages 1.2 and 1.3 for spring Chinook) if
they are greater than 56 cm in length. Fish are also assigned to one of the following
runs based on passage date: Spring (March 15 — May 31), Summer (June 1 — July
31), or Fall (August 1 — November 15). Daily counts of spring run Chinook salmon
are available from Columbia River DART (http://www.cbr.washington.edu/dart/
dart.html).

The model is focused on the salmon’s ocean migration and requires arrival timing
at the river mouth. Since Bonneville Dam is located several hundred kilometers
upstream, it is necessary to compute an arrival day at the river mouth from the
arrival day at Bonneville Dam. Salinger and Anderson (2006) represented the upriver
migration time of Chinook salmon between Bonneville and Lower Granite dams as a
broken linear model of swim speed as a function of temperature and flow. As part of

this work, they were able to derive and fit an equation for ground speed as follows,

27.342.00 —1.5F if 9 <16.3
V= (3.1)
100.7 — 2.5 — 1.5F if 0 > 16.3

where V' is the ground speed in km day ™, 6 is the river temperature in degrees celsius,

and F is the river flow in 103 m3 s~ 1.

Daily average river flow and temperature values
measured by the Army Corps of Engineers at Bonneville Dam were used to calculate
monthly averages for March and April, when spring Chinook migrate through the
lower Columbia River. These values are then used in Equation 3.1 to calculate travel

times from the river mouth to Bonneville Dam (Table 3.1), which ranged from about
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Table 3.1: Average temperature (¢) and flow (F') at Bonneville Dam; calculated fish
ground speed (V') and travel time from the river mouth (AT).

Year

April 6 May 6 April F May F April V' May V' April AT May AT

2000
2001
2002
2003
2004
2005
2006
2007
2008
2009

10.04
9.11
8.98
9.85

10.74
9.28
9.04
8.99
8.17
8.56

13.03
13.80
11.99
12.44
13.85
13.64
13.08
13.06
12.11
12.20

7.87
3.44
6.41
6.05
2.03
4.19
8.73
6.72
4.73
6.57

7.66
4.08
6.92
7.32
6.91
6.69
9.79
7.63
8.93
7.84

35.56
40.36
35.65
37.93
41.23
39.57
32.28
35.21